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Drawing upon the human oculomotor neural system, we developed a vision sensor system with mechanisms to control
stereo active cameras and mimic the human vision system such as smooth pursuit (target chasing), saccade (gaze
shifting) and the binocular cooperative movements (conjugate and vergence movements). We established a trial ma-
chine and conducted a field experiment for simulated passage and crosswalk. In this paper, we describe the process
of the system construction along with the results of the field evaluation work.
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1. Introduction

Human vision developed in line with shifts in life set-
tings and adaptation to new environments. Particularly,
central and peripheral visions and saccade (described
below), which developed to obtain foods or evade other
animals, enable people to grasp instantaneously changes
in situations and recognize distances from each other. In
modern society, the above functions are still useful for se-
curing safety and security in living spaces and in transit.

Drawing upon biomimetics, we developed an elec-
tronics- and mechanics-based vision sensor system equiv-
alent to the human vision system, and are studying its
application to monitoring and watching over pedestrian
traffic in living spaces. We established a test model, suc-
cessfully tested its principle and demonstrated its useful-
ness, as shown below.

2. Human Ocular Functions and Three-Dimen-
sional (3D) Vision Sensor

2-1 Establishing the basic methodology for binocu-

lar 3D vision recognition

There are two types of 3D vision sensors: active and
passive. The active vision sensor emits signals such as ul-
trasonic waves, electric waves or light, and measures the
distance from a target using reflected signals. The princi-
ple is simple and false recognition is uncommon. Laser
radar, which has recently shown remarkable develop-
ments, is used as a vision sensor for mobile robots. The
active sensor, however, has some inescapable drawbacks;
among those pointed out are mutual interference with ac-
tive sensors of the same type, large energy consumption,
and distance measurement accuracy that is dependent on
target reflectivity.

The passive vision sensor, utilizing information from
the environment, consumes less energy but poses difficul-
ties in information processing. The most commonly-used
passive 3D vision sensor has been a stereo camera with
cameras fixed relative to each other (fixed stereo cam-

era). For this type of camera, however, it is difficult to in-
crease the measurement accuracy because it uses lenses
that basically do not require focusing. When telescopic
lenses are used, in particular, it is not possible to make
gaze shifts towards a different target that lies at a different
distance. A several-decades-long study of 3D image pro-
cessing using a fixed stereo camera has been approaching
its limit. We expect the active stereo camera to be the next
mainstay of 3D vision sensors, but only limited data have
been available regarding how this camera moves and
processes images.

Becoming aware of the need to reaffirm human ocu-
lar functions, we analyzed the principles of the ocular
motor function and retinal information processing on the
basis of physiological and anatomical knowledge. Out-
comes of a series of studies, such as modeling of the brain-
stem neural system related to ocular motor control and
retinal processing for visual information, led to our devel-
opment of vision- and control-system-based basic method-
ology for binocular stereoscopic recognition, which
mimics the ocular motor function, integrating conjugate
movements for stereoscopic vision, saccade for gaze shift-
ing, smooth pursuit for target chasing, and vestibule-ocu-
lar reflex (VOR) as compensation for head movements.

2-2 The principles of binocular motor function

Since D. A. Robinson and associates proposed in the
1970s a monocular model linearly integrating vestibular
and visual signals, various oculomotor neural system mod-
els have been presented mainly by physiologists, but al-
most none of them are practical in the engineering sense.
Domestically, the Kawahito group proposed a monocular
motor model and presented robot “eyes” capable of VOR
and optokinetic eye movements. However, studies of the
mutual relationship of binocular movements and, further,
studies of motor control systems for artificial vision devices
in the engineering field are mainly for the control of the
“neck” of the head with fixed eyes. Research looking into
the binocular motor system per se, like ours, is limited.

2-3 Analysis of binocular coordination of eye movements

The most basic neural paths for oculomotor control
are believed to reside in the brainstem, a primitive por-
tion of the brain. A model of an oculomotor control nerv-
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ous system therefore needs to be constructed solely for
relevant neural paths. Figure 1 shows neural paths for hor-
izontal eye movements that have been presented in the
physiological field. To construct a model of the paths in
Fig. 1, a coordinate system representing the relationship
between eyeballs, semicircular canals and head is estab-
lished as in Fig. 2. From the data in Figs. 1 and 2, a math-
ematical model with each corresponding path of the
neural system (Fig. 3) can be constructed '?. Simplifying
the model in Fig. 3 results in the model in Fig. 4.

If it is assumed that or, Mr, pr = 0 in Fig. 4, i.e., if all
crossover paths in the system are shut, the binocular con-
trol loop is a common visual feedback control loop. What
those crossover paths mean can be analyzed as follows.
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Eq. (1) + Eq. (2) and Eq. (1) — Eq. (2) results in the
following:
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From Eq. (3) and Eq. (4), the system in Fig. 5 is ob-
tained.

As shown in Fig. 5, vergence movements (eyeballs
move in different directions) and conjugate movements
(eyeballs move in the same direction) can be separated
completely, and are controlled by different algorithms.

From Fig. 2,
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Eq. (3) and Eq. (4) can be further transformed into
the following:
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Vergence movements shown in Eq. (5) and conjugate
movements in Eq. (6) are controlled by different transfer
functions. When a control target is analyzed with first-
order lag, the transfer function of vergence movements is
found to have a smaller gain and a larger time constant
compared with those of conjugate movements !9-12),

Since 3D vision obtained with a stereo camera is
based on the triangulation principle, target position meas-
urement accuracy is highly dependent on depth and the
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Fig. 4. Model obtained by simplifying the Fig. 3 model

direction of the tangent to the line of sight. Namely, while
measurement accuracy for objects moving along the
plane tangent to the line of sight is proportional to the
distance, measurement accuracy for objects moving in
depth is proportional to the square of the distance . This
means that in controlling camera motion, measurement
in depth is more subject to the effect of disturbance.
Therefore, for conjugate movements, which are made
along the plane tangent to the line of sight, the control
characteristic needs to be “light” to enable quick target
tracking, while for vergence movements, which are depth
tracking, the control characteristic needs to be “heavy” to
stabilize tracking performance. Here, “light” and “heavy”
can be interpreted as small and large time constants, re-

spectively, in terms of control transfer. Further details are
described in references (10) to (12).

The control system in Fig. 5 shows that the mutually
independently driven mechanism, like that of the eye-
balls, can be transformed equivalently into separate mech-
anisms, one of which drives vergence movements and the
other of which drives conjugate movements.

Based on the above, we designed a test model with a
mechanism that controlled vergence and conjugate move-
ments separately as in Fig. 5, with a relatively small target
area such as a crosswalk at an intersection. For this mecha-
nism, actuators and encoders can be selected that are most
suitable for different vergence and conjugate commands.
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Fig. 5. Equivalent control system, dividing the Fig. 4 system into conju-
gate and relative movements

2-4 Structures of peripheral and central visions

Figure 6 illustrates the ocular structure (top: cross
section of the right eyeball). The retina of the human eye
is divided into the part responsible for central vision and
that responsible for peripheral vision. The central vision
part is composed of cone cells, and the peripheral vision
part, mainly of rod cells. Those two parts are not clearly
demarcated and are distributed as shown in Fig. 7. Differ-
ent visual cell structures of the central and the peripheral
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vision parts of the retina mean different principles for vi-
sual information processing in those parts. In general,
human eyes have the characteristic of automatically track-
ing an object being gazed at (smooth pursuit); retinal im-
ages in the central vision are basically stationary while
those in the peripheral vision are mainly in motion.

We believe that central vision recognizes stationary
images through differential processing spatially and inte-
gral processing temporally. Namely, retinal images are be-
lieved to undergo edge detection in tandem with the
enhancement of the parts remaining unchanged over
time. The peripheral vision, which mainly deals with mov-
ing image processing, is deemed to engage in integral
processing spatially and differential processing tempo-
rally, in other words, low-pass filtering concurrently with
the detection of parts changing with time.

With the aforementioned retinal characteristics, pe-
ripheral vision can be managed with a wide-angle camera,
and central vision, with a telescopic camera. Furthermore,
with certain camera control techniques, it is possible to
search for an object in motion with a wide-angle lens, to
shift a gaze at that object and to recognize it in central vi-
sion. Gaze shifting is called saccade in physiology; it involves
very rapid eye movements (max. 800 degrees/second).

In the present attempt, we used our test model in-
stalled at a fixed point. The main role of peripheral vision
was to detect objects in motion (e.g., automobiles, bicy-
cles, pedestrians), with the peripheral vision system also
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fixed, considering the relationship with objects for detec-
tion. A wide-angle camera was installed on the base, as
shown in Photo 1.
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Photo 1. Test model of a binocular vision sensor for monitoring

3. Superiority of the Active Binocular Camera System

In the present study, the following were achieved by
employing a two eyes’ relative motion system, as in the
human ocular system, instead of vision recognition and
target tracking systems using a conventional monocular
device or a binocular camera system with two lenses fixed
relative to each other.

3-1 High-accuracy 3D measurement

The vergence movement capability of our system en-
ables highly accurate measurement of the target position
at a larger distance. Both the right and left cameras, capa-
ble of gazing at a target, are able to zoom it in; the target
position is measured based on camera rotation angles.
This greatly increases the spatial resolution of the binocu-



lar camera system. For example, with horizontally fixed
cameras without vergence movement capability, a theoret-
ical error in the depth measurement of a target at a dis-
tance of 100 m stands at not less than 12 m, with the
inter-cameras distance at 0.4 m, 1000 x 1000 pixels, and
an angle of view of 30 degrees. In contrast, the error is not
more than 0.2 m under the same conditions, if a binocular
zoom camera system capable of vergence movements is
used coupled with a highly accurate encoder. This feature
enables high resolution photographing and creation of
high accuracy 3D images for the monitoring camera.

3-2 Rapid gaze shifting and smooth tracking

A telescopic lens and a wide-angle lens can be used
to simulate the functions of the human foveal retina and
of other parts of the retina, respectively. Use of these
lenses achieves wide-angle monitoring together with high-
resolution gaze. Integrating such a characteristic and
binocular motor characteristics makes possible rapid gaze
shifting (aiming) and smooth tracking of targets being
gazed at, as human eyes do. Given the above, the follow-
ing functions can be obtained: distinguishing separate in-
dividuals from among multiple people, creating a 3D map
of the vicinity of a monitored intersection, measuring the
size of obstacles in the monitored area, and keeping track
of suspicious objects and individuals.

4. Outline of Experiment Using Our Test System

4-1 Field experiment

Using the test model shown in Photo 1, we conducted
a field experiment for simulated passage and crosswalk.
The field size is provided in Photo 2. The pedestrian traf-
fic tested in the experiment is given in Fig. 8.

Under the above conditions, subjects were requested
to walk at a constant pace, and groups of people moving
in two opposite directions were tracked. In addition, as-
suming application of our system to traffic lights for
pedestrians and to traffic light adaptive control in accor-

Photo 2. Field used in the experiment

 Backward

Forward

Fig. 8. Pedestrian traffic in the experiment

Photo 3. Tracking pedestrian traffic in the experiment

dance with crossing pedestrians, the time when the last
person walking in any given group of pedestrians (this
person is replaced by another from moment to moment
in the group) finished crossing was estimated, and the ac-
curacy of the estimation was assessed. Furthermore, sim-
ulated actual traffic, including automobiles and bicycles,
was created and evaluated. Photo 3 is a scene from the
simulated actual traffic testing.

4-2 Results of the field experiment

Table 1 summarizes the result of the above experiment.
In targeting pedestrians only, none was overlooked. Under
daytime conditions, the tracking rate was nearly 100%. Al-
though our test system mimicking human vision was found
to have certain defects that required system corrections, de-
pending on conditions such as viewing angles, the results
we eventually obtained were mostly satisfactory in accom-
plishing the aim of detecting and tracking pedestrians.
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Table 1. Pedestrian overlooking rates

Trial |Pedestrians (total) (n)| Overlooked (n) |Overlooking rate (%)
1 84 0 0.0
2 105 0 0.0
3 105 0 0.0
4 84 0 0.0
5 84 0 0.0
6 84 0 0.0
Total 546 0 0.0

In measuring the time spent by pedestrians to cross a
street, their walking rates were set at 1.0 to 1.3 m/sec. Vari-
ability in the walking rates of individuals needs to be consid-
ered, but it was eventually found that the error remained
within 2 sec. in the estimation of the time required for pedes-
trians to complete crossing of a 20-m wide path (Table 2). In
our aging and declining birthrate society, diversely mixed
traffic conditions are expected including slow pedestrian traf-
fic, such as elderly people, and individuals in relatively fast-
moving wheelchairs. The experimental results indicate that
our system can be applied to monitoring individuals with var-
ious moving speeds.

Table 2. Estimated time required for pedestrians to complete crossing

. Estimated time for
Moving rate .
complete crossing
Standard Standard
Mean . Mean error .
deviation deviation
1.03 0.17 4.59 1.91
1.03 0.20 2.61 1.06
1.18 0.24 2.13 1.42
1.43 0.30 1.94 2.60
1.17 0.27 1.04 0.64
1.29 0.25 1.49 1.09

Furthermore, bicycles crossing and passing, which
have been hard to detect, as well as automobiles, must be
taken into account as factors involved in passage and
crosswalk monitoring, in addition to pedestrians. Table 3
provides the results of experiments with these additional
factors included. Since the number of trials was not suffi-
ciently large in the present experiment, the findings may
not be fully convincing, but they suggest that the system
is potentially effective in tracking objects in motion in ac-
tual urban traffic environments.

Considering the future course of system development
based on the above achievements and challenges faced in
the present experiment, processing with a fixed wide-angle
camera is expected to develop into a satisfactorily practical
system if its performance is further improved in the current
course of development. On the other hand, the part regard-
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ing distance measurement, i.e., image processing and
motor control of an active telescopic camera, was found to
require improvements in both driving speed and accuracy.

Table 3. Overlooking rates in mixed pedestrian and vehicle traffic

Trial Pedestrians| Bicycles | Automobiles | Overlooked |Overlooking
(n) (n) (n) (n) rate (%)

1 5 0 4 0 0.0

2 10 0 2 0 0.0

3 6 1 0 0 0.0

4 10 3 0 0 0.0

5 19 2 1 1 4.5

6 7 0 1 0 0.0
Total 57 6 8 1 1.4

5. Summary and Conclusions

Based on a physiological analysis of the human ocular
function, we developed a system equivalent to the human
vision system using electronic and highly sophisticated
drive unit parts. We then conducted a field experiment
using simulated urban traffic environments, such as pas-
sages and crossroads, and tested the effectiveness of the
system with successful results. Given this, the system was
validated in principle in terms of capturing the position
and motion of each individual in any given group of pedes-
trians. It is possible to apply this system to the control and
understanding of the motion of people in response to traf-
fic lights for pedestrians and at entrances and exits.

On the other hand, this test system was found to have
certain aspects to be improved in some required unit parts.
Improving the system’s driving speed and accuracy within
the boundary of the overall cost will lead to further devel-
opment of a reasonably-priced and practical vision device.
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